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## 1 Introduction

This paper describes the foundations of a new and entirely different exact arithmetic for geometric needs, based on the observation that the main problem when dealing with numerical issues is the handling of zero. With this in mind, the new arithmetic takes its strength from the fact that it forbids zero, or, said in a less provocative fashion, it forbids degenerate cases. In the long range, we strongly believe that such strategies could allow Computational Geometry to address non-linear problems.

There are two classes of exact arithmetics:

1. Those that always provide comparisons between numbers, and the signs of numbers; bigint and rational arithmetics are typical examples in this class, along with various algebraic arithmetics that unfortunately prove very slow and are seldom used in Computational Geometry $(C G)$.
2. Arithmetics in the second class can only compare numbers with different values: they take an infinite time to detect the equality of two numbers. Equivalently, although they do "recognize" positive and negative numbers, they cannot detect zero (in a finite number of steps). Such arithmetics are called real exact or constructive real arithmetics. They can be based on Cauchy sequences of nested intervals, continued fractions expansions, or on-line computations with redundant numeration systems. They can compute algebraic nonrational functions (e.g. square root, cubic root, etc.), but also transcendental functions, as quickly and easily-as seen from outside-as any rational operation. It is worth mentioning that, by principle, they can only compute continuous functions. Of course, they all use some kind of laziness, since they compute with (potentially) infinite objects. To quote a few, see $[23,2,22,15,10]$ and the references therein.

As is well known, algorithms in Computational Geometry do not withstand the inaccuracy of floatingpoint arithmetics, which results in topological inconsistencies or infinite loops at run time. To prevent those, computational geometers typically round initial numer-
ical data (e.g., coordinates of vertices for Delaunay triangulations) to integers or rational values, and then compute exactly, using a Class 1 arithmetic, since algorithms in that domain usually require the detection of equality (and nullity) ${ }^{1}$.

In practice, this approach precludes $C G$ from addressing nonrational problems. But even in the rational case, it is not proven that using a Class 1 exact arithmetic is the only approach, let alone the best one. So the question arises: is it possible for $C G$ to use only arithmetics from Class 2? We now examine two positive answers to that question, one already published, and one we suggest and think has never been used before.

## 2 Gap arithmetics

One way to use an arithmetic from Class 2 in a geometric environment is to convert it to Class 1 (see e.g., $[17,5,12]$ ). What is mainly required to do so is a way to detect zero, and this may be achieved by using various so-called gap theorems or conjectures. Consider, for instance, Canny's theorem [7]: Let $\left(x_{1}, x_{2} \ldots x_{n}\right)$ be one of the finitely many roots of an algebraic system in $n$ unknowns, $n$ equations, each with total degree not exceeding d, and integer coefficients with absolute value not greater than $M$. Then, there is a threshold value

$$
\varepsilon=\frac{1}{(3 M d)^{n d^{n}}}
$$

such that either $x_{i}=0$, or $\left|x_{i}\right|>\varepsilon$, for all $i \in 1 \ldots n$.
(See [7] for a proof. Hint: consider the u-resultant, and apply Hadamard's bound.)

Assuming all the numbers involved in any geometric computation are either initial integer numbers (after rounding), or roots of some algebraic system at hand, this kind of "gap theorem" gives a method to compute the sign of a number (or to compare two numbers, by considering their difference): just compute an interval with half-width less than $\varepsilon$. Unfortunately, the threshold value is virtually unpractical,

[^0]and there is not much hope to improve (i.e., increase) $\varepsilon$ significantly ${ }^{2}$. Intuitively-and this seems confirmed by experiments-one may hope that finding the sign of a non zero number is fast, on the average. On the other hand, establishing the nullity of a given quantity is hopelessly slow: an intrinsically exponential number of digits must be computed.
Still, it is worth noting that Canny's theorem also applies in the linear rational case, i.e., when $d=1$ : the es are of course much more usable in practice. To our knowledge, no attempt has ever been made to use gap theorem-based rational arithmetics.

Several such "gap arithmetics" have been proposed and used in $C G$, especially to handle the square root operation $[17,5,12]$. In the transcendental case, D. Richardson $[18,14,19]$ has proposed a gap conjecture, called the Uniformity Conjecture, for numbers defined by an expression (not by a system of equations) over the 19 symbols:

$$
0 \ldots 9()+\quad \times \quad / \quad \exp \log \sqrt[k]{ }
$$

If the value of an expression has magnitude smaller than $1 / 19^{l}$, where $l$ is the expression length, then it is zero ${ }^{3}$. In more intuitive words, the $19^{l}$ possible numbers are uniformly distributed modulo 1 .

In conclusion, gap arithmetics lack gap theorems in the transcendental case, and generally yield unpractical methods: an exponential number of digits must be computed to prove nullity. Hence, exploring another direction seems justified.

## 3 Zero-free computations

We claim that a new approach to Class 2 arithmeticthe "zero-free exact arithmetic" (zea)—may be used with profit in $C G$. Its principle is as follows: instead of being rounded to integral or rational numbers, the initial numerical data are "rounded to" algebraically independent numbers ${ }^{4}$. To do so, the initial numbers are perturbed by a (potentially infinite) stream of random

[^1]digits; for instance the initial value 0.47 will be perturbed into $0.470000845289 \ldots$ where the first zeros are present by respect for the initial value, and the other digits are random.

One may think that the numbers thus genereated are transcendental with high probability, but we do not claim this nor intend to use such a property: algebraic independence is sufficient for our needs!
$C G$ programs branch according to the sign of polynomials (often expressed as determinants) with integer coefficients over initial numerical data ${ }^{5}$ :

```
if F}(\mp@subsup{p}{1}{},\mp@subsup{p}{2}{}\ldots\mp@subsup{p}{n}{})>
    then POSITIVE_CASE
else-if F
    then NEGATIVE_CASE
    else ZERO_CASE
```

After the perturbation, the $p_{i}$ 's are algebraically independent, thus $F\left(p_{1}, p_{2} \ldots p_{n}\right)$ cannot be zero: the ZERO_CASE may no longer occur (except if $F$ is the identically null polynomial, which is supposed never to be used). Hence, Class 2 arithmetics may indeed be used in $C G$. Moreover degeneracies ( 3 aligned points, 4 cocyclic points, etc) may no longer occur: they are removed by the perturbation. This greatly simplifies the programming of $C G$ methods. And finally it becomes possible for $C G$ to consider non linear or non affine problems (e.g., intersection between algebraic surfaces).

Such a scheme should be used with the typical constructions of $C G$, for instance convex hulls, intersections of generic (e.g., non regular) polytopes, Delaunay triangulations or Voronoi diagrams, generic arrangements, and so forth. A typical domain where such a scheme should not be used is geometric theorem proving.

## 4 Discussion

Some remarks or questions are worth mentioning:

1. Dependencies between data are forbidden, to allow separate random perturbations. This means for instance that convex polytopes must be described either by the intersection of halfplanes, or by the convex hull of a set of points. Actually, there is nothing new here: it is already the case when $C G$ methods round data to integer values.
2. What is the average number of digits required to determine the sign of a number?
3. The most frequently used random generators yield periodical sequences; in our case this would

[^2]theoretically result in generating algebraically dependent-because rational-numbers. However, in practice such generators could be used and the method could work with high probability, provided the period of the random generator is long enough.
Another track could be to use smarter random generators, producing truly aperiodic sequences: although we do not know whether this is possible, we do know that there exist deterministic automata that produce aperiodic sequences (e.g., Thue-Morse sequences, [1]). If everything else failed, it would still be possible to generate, once and for all, tables of algebraically independent numbers, in much the same way that random numbers tables were edited before the advent of modern computers.
4. Another idea is to note that in most situations in $C G$, since the depth of the computations is finite (i.e., the algorithms are not re-entrant), it is possible to have a "general upper bound" $\left[d^{+}\right]$ on the degree of the test polynomials involved in a given instance of algorithm. This means that algebraically independence is not necessary, and may be advantageoulsy replaced with the following weaker constraint: define the dependencydegree of $n$ numbers to be the smallest degree [ $d_{-}$] of the non-identically null polynomial with coefficients in $\mathbb{Z}$ that vanishes at $\left(v_{1}, \ldots, v_{n}\right)$. It suffices that the dependency-degree of the generated numbers be bigger than the general upper bound, i.e., $d_{-}>d^{+}$.

What is basically required here is that the dependency-polynomial be more complex (in a certain sense) than the test polynomials. As opposed to the first "boolean" and qualitative complexity evaluation (algebraic dependency versus algebraic independency), using the degree in the fashion just described is a more quantitative approach. However, there exist other measures for this notion (e.g., Mahler's measure, magnitude of the coefficients, polynomial height, etc.), some of which might prove applicable and useful in this case.
5. Until now, we have assumed that the numbers involved in any test were initial data, not computed values (note that other researchers have made the same assumption $[24,8]$ ). However, it turns out that such a restriction is unconvenient for programmers, who had rather use the same predicate (i.e., the same function call) to compute, for instance, the location of an initial or intersection point relatively to some given line or plane, be it defined by initial points or not: location(pt, line) returning below or above.
6. Allowing initial and computed values in the test polynomials may lead to problems: for instance, a program computes the intersection point $I$ between two (perturbed) lines $A B$ and $C D$. However, whatever the perturbation on $A, B, C, D$, points $A, B, I$ are aligned, by definition, and the call to location (I, AB) or location (I, CD) will never return: indeed, after substitution, the polynomial for location is identically null.
Of course, this is an old problem to programmers in $C G$, who are accustomed to using book-keeping information ( $I$ aligned with $A$ and $B$, and with $C$ and $D$ ) rather than letting the exact library recompute it.
7. Re-entrant or on-line methods raise more difficult issues (next section.)

## 5 Re-entrance

Re-entrant or online methods raise difficult issues, but such methods are rare in $C G$. Imagine, for instance, a method to compute arrangements of lines in 2 D allowing the dynamic insertion of new lines through the intersections of previous lines. Let $P_{1}, P_{3}, P_{5}$ be three intersection points on a first line, and $P_{2}, P_{4}$, $P_{6}$ three others, on a second line. Then, by Pappus's theorem, $A=P_{1} P_{2} \cap P_{4} P_{5}, B=P_{2} P_{3} \cap P_{5} P_{6}$ and $C=P_{3} P_{4} \cap P_{6} P_{1}$ are aligned (whatever the perturbation of lines $P_{1} P_{3} P_{5}$ and $P_{2} P_{4} P_{6}$ ). Thus the call to location(A, BC) will not return: the underlying polynomial behind this call to location is the zero polynomial. Pappus's theorem being not trivial, the corresponding zero is more difficult to predict for the programmer.

The simplest solution is to forbid re-entrant methods: thus points $A, B, C$ of the previous example cannot be used twice, but only some perturbations of them. In this way, no geometric construction can be made! A less authoritarian approach would allow geometric constructions, but then would have to detect resulting zeros, at run time.
The existence of (fast?) detection methods is an open question. It is clear that these zeros are not accidental, but occur whatever the perturbation, i.e., for all data or at least for all data in some open set. Since they are theorems, one may consider detecting them with the help of symbolic computations or gap theorems, but also by means of stochastic computations-in the spirit of the Schwartz's test [20] or of Hong's prover [11]. See also [3, 21, 13] for a more recent work in this wake. Let us give more insight on the previous points:

This problem has several difficulty levels.

1. In the simplest case, the perturbed numbers generated are $v=\left(v_{1}, \ldots, v_{k}\right)$ and the computed values
are

$$
\begin{aligned}
x_{1} & =f_{1}(v) \\
x_{2} & =f_{2}\left(v, x_{1}\right) \\
& \vdots \\
x_{n} & =f_{n}\left(v, x_{1}, \ldots, x_{n-1}\right)
\end{aligned}
$$

where the $f_{i}$ 's are polynomials with integral coefficients, and the tests involve polynomials $T\left(v, x_{1}, \ldots, x_{n}\right)$.
2. In a more complex version, the $x_{i}$ 's are implicitly described by:

$$
\begin{aligned}
g_{1}\left(v, x_{1}\right) & =0 \\
g_{2}\left(v, x_{1}, x_{2}\right) & =0 \\
& \vdots \\
g_{n}\left(v, x_{1}, \ldots, x_{n-1}\right) & =0
\end{aligned}
$$

where the $g_{i}$ 's are polynomials with integral coeffcients, assumed to be known, and the values of the $x_{i}$ 's are computed by a series, or an algorithm. For instance, $x_{1}=\sqrt{v},\left(g_{1}\left(v, x_{1}\right)=x_{1}^{2}-v\right)$ may be computed using the Egyptian algorithm $\left(x_{1}^{0}=v, x_{1}^{k+1}=\frac{x_{1}^{k}+v / x_{1}^{k}}{2}\right)$.
Fortunately, there are methods to detect unexpected zeros in such settings. For instance, the operations leading to the irruption of a zero as a direct consequence of Pascal's Theorem ${ }^{6}$ may be expressed in the previous framework. Let us detail a "stochastic proof" of this theorem:
(a) In a finite field $\mathbb{Z} / p \mathbb{Z}, p$ prime, define a random conic $\Gamma$.
(b) Pick 6 random lines, and use their intersections with the conic (one out of two points, at random) to define six points on $\Gamma$. Computing the intersecton of a line and the conic requires computing a surd, an operation which proves (im)possible in the finite field in $50 \%$ of the trials, on average (draw another line when not lucky).
(c) Check that the three points are aligned.
p-adic variants may also be considered (i.e., computation modulo $p, p^{2}, p^{3}, \ldots$ ) There exist theorems that allow transforming this heuristic proof into a formal one (said rapidly: use Hong's methods with

[^3]modular arithmetic, and then apply the Chinese Remainder Theorem). Note that the present argument also applies to the previous, simpler case.
3. The algebraic system is not triangular. Finding a solution in a finite field is harder.
4. In the most general and of course much harder case, the system is no longer algebraic, but uses transcendental (e.g., trigonometric, logarithms, etc.) functions.

A last related question is: is it possible to detect such very special kinds of zeros at compile time, assuming some functional language is used, at least in the simplest cases described above?

## 6 Conclusion

This paper has hinted at a new solution to imprecision in $C G$. We have discussed how a zero-free arithmetic could be defined, and considered several options for its implementation. We have addressed the problem of detecting undesirable zeros in the case of re-entrant algorithms, and stressed out the fact that, although some methods for detecting such problems could be designed, they should not be confused with theoremproving strategies, but considered as a means to debug programs. We are considering implementing ZEA in CAML and testing its capabilities in the near future.
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[^0]:    ${ }^{1}$ Naturally, to speed up $C G$ programs, exact arithmetics are not systematically used in practice: many exact, and slow, computations may be avoided using floating point or interval filters, or some kind of laziness; see for instance $[8,4,6,16,9]$. However, this paper will not deal with this question.

[^1]:    ${ }^{2}$ For example, in the following fairly simple system, $\varepsilon$ must be smaller than $1 / M^{2^{n}-1}$ :

    $$
    \begin{aligned}
    & x_{1}\left(M x_{1}-1\right)=0 \rightarrow \\
    & x_{1}=0 \text { or } 1 / M \\
    & M x_{2}-x_{1}^{2}=0 \rightarrow \quad x_{2}=0 \text { or } 1 / M^{3} \\
    & \vdots \\
    & M x_{n}-x_{n-1}^{2}=0 \rightarrow \quad x_{n}=0 \text { or } 1 / M^{2^{n}-1}
    \end{aligned}
    $$

    ${ }^{3}$ Actually, another condition is required: see the article for details.
    ${ }^{4}$ algebraically independent: $n$ real numbers $v_{1}, \ldots, v_{n}$ are said to be algebraically dependent if and only if there exists a nonidentically zero polynomial $f\left(x_{1}, . ., x_{n}\right)$ with integral coefficients such that $f\left(v_{1}, \ldots, v_{n}\right)=0$. There are algebraically independent if no such polynomial may be found.

[^2]:    ${ }^{5}$ This assertion is not entirely true, but let us admit it for the moment.

[^3]:    ${ }^{6}$ Pascal's Theorem: The three intersection points of the opposite sides of an hexagon inscribed in a conic are aligned. (When the conic degenerates into 2 lines, Pascal's theorem reduces to Pappus's theorem).

